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Abstract

In this paper, we investigate the stabilization control design problem of nonlinear stochastic SISO systems in strict-
feedback form. By introducing a novel reduced-order observer, an output-feedback-based control is constructively designed,
which renders the closed-loop system asymptotically stable in the large when the nonlinearities and stochastic disturbance
equal zero at the equilibrium point of the open-loop system, and bounded in probability, otherwise. Besides, the obtained
controller preserves the equilibrium point of the open-loop nonlinear system.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Global stabilization control design for stochastic nonlinear systems has been being a research topic under
intensive investigation recently (e.g. [1–3,8–10]), which is based on recursive applications of cascade designs,
such as the well-known integrator backstepping method. Khas’minski and Kushner, etc. presented the basic
stability theory of the stochastic control systems in their classical books [6,7], and introduced two important
stability notions, bounded in probability and asymptotically stable in the large, which have now been widely
applied. It is well known that how to deal with the quadratic variation terms is the key to stochastic control
design. Methods in existence is realized via restraining the stochastic disturbance by increasing the power of
the state variables in control laws (e.g. [1,3]) or enlarging the power of the feedback capacity (e.g. [8,9]). By
using quartic Lyapunov function, asymptotical stabilization control in the large was presented in [1–3] under
the assumption that the nonlinearities and disturbance equal zero at the equilibrium point of the open-loop
system. In [8,9], the authors investigated the optimal control design problem under risk-sensitive cost function,
and pointed out that if the control goal is to stabilize the closed-loop system, then it is not necessary to require
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that the nonlinearities and disturbance equal zero at the equilibrium point of the open-loop system, although
it seems unavoidable for asymptotical stabilization control.
The controls in [3,9] were based on complete state feedback, and the controls in [1,8,10] were based on

output feedback and full-order state observers. From [1,8,10] it can be seen that when the stochastic noise
equals zero, the state estimation error depends only on the initial condition instead of the output or state
process, and converges asymptotically to zero. Recently, in [5], Jiang gave a reduced-order observer with
a special structure for deterministic systems. Compared with [1,8,10], an extra nonlinear term depending on
the output process appears in the state estimation error equation. Generally speaking, this nonlinear term is
not zero, and may aIect the asymptotical convergence of the state estimation error, even when there is no
stochastic disturbance.
In this paper, we study the output-feedback stabilization control design problem. By introducing a novel

reduced-order observer, the above-mentioned extra nonlinear term appeared in the state estimation error equa-
tion (e.g. [5]) is removed, and at the same time, all the advantages on the asymptotical convergence of the
state estimation error of full-order state observers (e.g. [1,8,10]) are preserved.
The paper is organized as follows. In Section 2, some notations and preliminary results are introduced. In

Section 3, the problem to be studied is formulated. In Section 4, a novel reduced-order observer is presented
Jrst, and then a control is constructively designed to ensure the closed-loop system bounded in probability or
asymptotically stable in the large, depending on the conditions on the nonlinearities and stochastic disturbance,
respectively. In Section 5, an example is given to illustrate the design method proposed in this paper. In Section
6, some conclusion remarks are given.

2. Notations and preliminary results

In the sequel, we will use the following notations. For a given vector or matrix X , X � denotes its transpose;
‖X ‖ denotes the Euclidean norm for vectors and the corresponding induced norm for matrices; tr(X ) denotes its
trace when X is square. For a given vector x=(x1; : : : ; xn)�, x[i] denotes (x1; : : : ; xi)�; x[i; j] denotes (xi; : : : ; xj)�;
x̂ denotes is its estimate associated with a observer, and x̃ denotes the estimation error, i.e. x̃ = x − x̂. For
a given scalar number x, |x| denotes its absolute value. Ii denotes the identity matrix with i-dimension. C∞

denotes the set of all inJnitely diIerentiable functions. For simplicity of expression, we sometimes omit the
arguments of functions when no confusion is caused.
For systems of the form

dx = f(x) dt + h(x) dw; (1)

where f(·) and h(·) are locally Lipschitz in x, and w is vector-valued Brownian motion deJned below, we
deJne a diIerential operator L for twice continuously diIerentiable function V (x) as follows:

LV (x) =
@V (x)
@x

f(x) + 1
2 tr

{
@2V (x)
@x2

h(x)h�(x)
}
:

Recall two stability notions for nonlinear stochastic system (1).

De�nition 1 (Khas’minski [6]): Consider system (1) with f(0)=0 and h(0)=0. The solution x(t)=0 is said
to be asymptotically stable in the large if for any �¿ 0,

lim
x(0)→0

P
{
sup
t¿0

‖x(t)‖¿ �
}
= 0

and for any initial condition x(0),

P
{
lim
t→∞ x(t) = 0

}
= 1:
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De�nition 2 (Khas’minski [6]): The solution process {x(t); t¿ 0} of stochastic diIerential system (1) is said
to be bounded in probability, if

lim
c→∞ sup

06t¡∞
P{‖x(t)‖¿c}= 0:

Corresponding to these concepts, we have the following basic theorem, which will play an important role
in our control design below.

Theorem 1. Consider the stochastic nonlinear system (1). If there exists a positive de8nite, radially un-
bounded, twice continuously di9erentiable Lyapunov V :Rn → R, and constants c1¿ 0; c2¿ 0 such that

LV (x)6− c1V (x) + c2; (2)

then

1. the system has a unique solution almost surely;
2. the system is bounded in probability;
3. in addition, if f(0) = 0; h(0) = 0 and

LV (x)6− c1V (x); (3)

the system is asymptotically stable in the large.

Proof. By Theorem 4.1 of Chapter 3 of [6], Theorem 4.4 of Chapter 5 of [6], Theorem 2 of Chapter 3 of
[4] and Section 13 of [4], we can show the theorem in a similar way proving Theorem 2.5 of [9].

3. Problem formulation

Consider the following nonlinear stochastic system:

dx1 = x2 dt + f1(x1) dt + ’1(x1) dw;

dx2 = x3 dt + f2(x[2]) dt + ’2(x[2]) dw;

...

dxr = xr+1 dt + fr(y) dt + ’r(y) dw;

dxr+1 = xr+2 dt + fr+1(y) dt + ’r+1(y) dw;

...

dxn−1 = xn dt + fn−1(y) dt + ’n−1(y) dw;

dxn = u dt + fn(y) dt + ’n(y) dw;

y= x[r]; (4)

where y is the output of the system, which is available for feedback control design.
In [5], Jiang studied the case r = 1. Here we will discuss the general case r = 1; : : : ; or n.
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Suppose that system (4) satisJes the following assumptions:

(A1) w∈Rs is an independent vector-valued standard Brownian motion deJned on probability space (�;F;P),
with � a sample space, F a �−algebra, P a probability measure.

(A2) The nonlinear functions fi(·)∈C∞ and ’i(·)∈C∞ (i = 1; : : : ; n).
(A3) The nonlinear function fi(·) (i = 1; : : : ; n) equals zero at the origin, i.e. fi(0) = 0 (i = 1; : : : ; n).

System (4) can be rewritten into the following compact form:{
dy = Ary dt + Brxr+1 dt + Fr(y) dt + Hr(y) dw;

dx[r+1; n] = An−rx[r+1; n] dt + Bn−ru dt + Fr+1; n(y) dt + Hr+1; n(y) dw;
(5)

where and whereafter, for any integer i∈{1; : : : ; n},

Ai =




0

...
Ii−1

0 0 · · · 0


 ; Bi =




0

...

0

1







i−1
; Ci =




1

0

...

0






i−1

and

Fi =



f1

...

fi


 ; Hi =



’1

...

’i


 ; Fi;n =



fi

...

fn


 ; Hi;n =



’i

...

’n


 :

To inspire our observer design mechanism, we Jrst give a conventional observer following [1,10] and a
reduced-order observer following [5], respectively.
As stated at the beginning of the last section, we will use x̂[r;n] to denote the estimate of x[r;n]. Following

the lines of [1,10], we can design an observer as

˙̂x[r;n] = An−r+1x̂[r;n] + Kr;n(xr − x̂r) + Bn−r+1u+ Fr;n(y); (6)

where Kr;n= (kr; : : : ; kn)� are design parameters such that the polynomial sn−r+1 + krsn−r + · · ·+ kn−1s+ kn is
Hurwitz.
Let x̃[r;n] = x[r;n] − x̂[r;n] be the estimation error. Then

dx̃[r;n] = Srx̃[r;n] dt + Hr;n(y)dw; (7)

where Sr is strictly stable, which, for any integer i∈{1; : : : ; n}, is deJned as follows:

Si =



−ki

In−i
...

−kn 0 · · · 0


 :
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Therefore, the overall system with observer (6) in the loop is

dx̃[r;n] = Srx̃[r;n] dt + Hr;n(y) dw;

dx[r−1] = Ar−1x[1; r−1] dt + Br−1xr dt + Fr−1(x[r−1]) dt + Hr−1(x[r−1]) dw;

dxr = (x̃r+1 + x̂r+1) dt + fr(y) dt + ’r(y) dw;

dx̂[r+1; n] = An−r x̂[r+1; n] dt + Bn−ru dt + Kr+1; nx̃r dt + Fr+1; n(y) dt:

Although r states (x1; : : : ; xr) are directly available for feedback control design and only n − r states
(xr+1; : : : ; xn) are needed to be estimated, observer (6) gives (n− r+1) state estimates, including one for the
available state xr , which is unnecessary and results in a redundant dimension of the observer. To eliminate
estimating xr and get a reduced-order observer with (n− r)-dimension, which is actually of minimal-order in
linear system case [11], one natural way is to generalize the reduced-order observer developed in [5] from
deterministic systems to stochastic systems as follows:

$̇r+1 = $r+2 + kr+2xr − kr+1($r+1 + kr+1xr);

$̇i = $i+1 + ki+1xr − ki($r+1 + kr+1xr); i = r + 2; : : : ; n− 1;

$̇n = u− kn($r+1 + kr+1xr); (8)

where ki (r + 16 i6 n) are chosen such that matrix Sr+1 is strictly stable.
Let x̂[r+1; n] = ($r+1 + kr+1xr; : : : ; $n + knxr)� be the estimate of x[r+1; n]. Then, the estimation error x̃[r+1; n] =

x[r+1; n] − x̂[r+1; n] satisJes

dx̃[r+1; n] = Sr+1x̃[r+1; n] dt + Pf(y) dt + P’(y) dw; (9)

where

Pf(y) = (fr+1(y)− kr+1fr(y); : : : ; fn(y)− knfr(y))�;

P’(y) = (’r+1(y)− kr+1’r(y); : : : ; ’n(y)− kn’r(y))�:

Remark 1. Compared (9) with (7), it is easy to see that an extra nonlinear term Pf(y) dt arises. Due to this
unexpected term, the estimation error x̃[r+1; n] may not be convergent to zero, even when P’(y) dw ≡ 0. In
other words, when Hr;n(y)dw ≡ 0 and P’(y) dw ≡ 0, x̃[r;n] given by (7) is convergent to zero, but x̃[r+1; n]

given by (9) may not be.

4. Output-feedback control design

In this section, we will introduce a new reduced-order observer Jrst, and then present a constructive pro-
cedure for stabilization control design. The observer introduced is of minimum-order, in which no component
of x[r] is estimated. Besides, the observer preserves a nice structure similar to (6).

4.1. Observer design

Denote

q(t), dy − Ary dt − Fr(y) dt;
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which will play an important role in our observer design below. Then, by (5),

q(t) = Brxr+1 dt + Hr(y) dw:

When q(t) is available, the reduced-order observer can be designed as

dx̂[r+1; n] = Dx̂[r+1; n] dt + Bn−ru dt + Fr+1; n(y) dt + Gq(t); (10)

where D= An−r −GBrC�n−r with G = [gij]∈R(n−r)×r a parameter matrix to be speciJed so that D is strictly
stable. Unfortunately, due to the existence of the unmeasurable state xr+1 and stochastic disturbance w, Eq.
(10) is unfeasible for feedback design. To overcome this diSculty, we introduce a new state vector

$= x̂[r+1; n] − Gy; (11)

which together with (10) gives

$̇= D$+ Bn−ru+ Fr+1; n(y)− GFr(y) + (DG − GAr)y: (12)

Obviously, $ is feasible for control design.
By (11) we have x̂[r+1; n] = $+ Gy and

x̃[r+1; n] = x[r+1; n] − x̂[r+1; n] = x[r+1; n] − $− Gy; (13)

which implies

dx̃[r+1; n] = An−rx[r+1; n] dt + Bn−ru dt + Fr+1; n(y) dt + Hr+1; n(y) dw

−{D$+ Bn−ru+ Fr+1; n(y)− GFr(y) + (DG − GAr)y} dt
−G[Ary dt + BrC�n−rx[r+1; n] dt + Fr(y)dt + Hr(y) dw]

=Dx̃[r+1; n] dt + PH (y) dw; (14)

where PH (y) = Hr+1; n(y)− GHr(y).
If the last column of matrix G is equal to (kr+1; : : : ; kn)� and the polynomial sn−r+kr+1sn−r−1+· · ·+kn−1s+kn

is Hurwitz, then the (n− r)-dimensional matrix

D =



−kr+1

In−r−1
...

−kn 0 · · · 0




is strictly stable. And so, there exists a positive deJnite matrix P satisfying

D�P + PD =−In−r :
It follows from (14) that if the stochastic disturbance equals zero, i.e. PH (y) dw ≡ 0, then the estimation

error x̃[r+1; n] converges to zero. So, by (13), ($ + Gy) can be used to estimate the unmeasurable states
(xr+1; : : : ; xn)�.
The overall system with the observer in the loop is

dx̃[r+1; n] = Dx̃[r+1; n] dt + PH (y) dw;

dy = Ary dt + x̃r+1 dt + $1 dt + BrC�n−rGy dt + Fr(y) dt + Hr(y) dw;

d$= D$ dt + Bn−ru dt + Fr+1; n(y) dt − GFr(y) dt + (DG − GAr)y dt; (15)

which is suitable for backstepping design.
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4.2. Feedback control design

We are now in a position to construct a control u(y; $)∈C∞ for the overall system (15) to ensure the
closed-loop system bounded in probability and asymptotically stable in the large when the nonlinearities and
disturbance equal zero at the equilibrium point of the open-loop system.
Introduce a diIeomorphic state transform as follows:

z1 = y; zi = xi − *i−1(x[i−1]); 26 i6 r;

zi = $i−r − *i−1(y; $[i−r−1]); r + 16 i6 n; zn+1 = 0; (16)

where *i (16 i6 n− 1) are C∞ functions and will be designed as virtual controls, *n = u(y; $) is the real
control law to be speciJed later.
Under the new variable vector z, system (15) becomes

dx̃[r+1; n] = Dx̃[r+1; n] dt + PH (y) dw;

dzi = (zi+1 + *i) dt + �i(x[i]) dt + +i(x[i]) dw; i = 1; : : : ; r − 1;

dzr = (zr+1 + *r) dt + x̃r+1 dt + �r(y) dt + +r(y) dw;

dzr+i = (zr+i+1 + *r+i) dt − @*r+i−1

@xr
x̃r+1 dt + �r+i(y; $[i]) dt + +r+i(y; $[i−1]) dw; i = 1; : : : ; n− r − 1;

dzn = u dt − @*n−1

@xr
x̃r+1 dt + �n(y; $[n−r]) dt + +n(y; $[n−r−1]) dw; (17)

where

+1 = ’1(x1); +i = ’i(x[i])−
i−1∑
j=1

@*i−1

@xj
’j(x[j]); i = 2; : : : ; r;

+r+i = ’r+i(y)−
r∑
j=1

@*r+i−1

@xj
’j(x[j]); i = 1; : : : ; n− r;

�i = fi(x[i])−
i−1∑
j=1

@*i−1

@xj
[xj+1 + fj(x[j])]− 1

2

∑
j; k∈{1;:::; i−1}

@2*i−1

@xj@xk
’j’�k ; i = 1; : : : ; r − 1;

�r = fr(y) +
r∑
j=1

g1jxj −
r−1∑
j=1

@*r−1

@xj
[xj+1 + fj]− 1

2

∑
j; k∈{1;:::;r−1}

@2*i−1

@xj@xk
’j’�k ;

�r+i =fr+i(y)− kr+i$1 −
r∑
j=1

gijfj + [DG − GAr]iy −
r−1∑
j=1

@*r+i−1

@xj
xj+1

−
r∑
j=1

@*r+i−1

@xj
fj(x[j])− @*r+i−1

@xr

(
$1 +

r∑
i=1

g1ixi

)
−

i−1∑
j=1

@*r+i−1

@$j

(
−kr+j$1 + $j+1 + fr+j

+[DG − GAr]jy +
r∑

k=1

gjkfk

)
− 1

2

∑
j; k∈{1;:::;r}

@2*i−1

@xj@xk
’j’�k ; i = 1; : : : ; n− r:

Here [DG − GAr]i denotes the ith row of DG − GAr .
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Choose Lyapunov function V (x̃[r+1; n]; z) as in [8,9]:

V = x̃�[r+1; n]Px̃[r+1; n] +
n∑
i=1

,i(z[i−1])z2i ; (18)

where ,i(z[i−1])¿ 0 (i = 1; : : : ; n) are C∞ functions to be speciJed below.
By Itô formula we have

LV =−‖x̃[r+1; n]‖2 + tr{ PH�(y)P PH (y)}+ 2
n∑
i=1

,i(zi+1 + *i + �i)zi +
n∑
i=r

Mix̃r+1zi

+
n∑
i=2

i−1∑
j=1

@,i
@zj

(zj+1 + *j + �j)z2i +
1
2

n∑
i=1

tr

{
@2(,iz2i )
@z2[i]

[+�1; : : : ; +
�
i ]
�[+�1; : : : ; +

�
i ]

}
; (19)

where

Mr = 2,r; Mr+1 =
@,r+1

@zr
zr+1 − 2,r+1

@*r
@xr

;

Mi =
@,i
@zr

zi −
i−1∑
j=r+1

@,i
@zj

@*j−1

@xr
zi − 2,i

@*i−1

@xr
; i = r + 2; : : : ; n:

Let X = (y�; $�)�. Then by diIeomorphism (16) there exist C∞ functions #i(·) (i = 1; : : : ; n) such that

z[i] = #i(X[i]); i = 1; : : : ; n:

Therefore, noticing that ’i(·)∈C∞, *i(·)∈C∞ and #i(·)∈C∞ (i=1; : : : ; r) we see that +i can be decomposed
into the following forms:

PH (y) = PPH (z[r]) = PPH (0) +
r∑
i=1

PPHi(z[i])zi;

+i(X[i]) = P+i(z[i]) = P+i(0) +
i∑

j=1

P+ij(z[j])zj; i = 1; : : : ; n;

where PPH (0) = PH (0) = Hr+1; n(0)− GHr(0) can be used in the control design.
Then we have

tr{ PH (y)P PH�(y)} = tr

{[
PPH (0) +

r∑
i=1

PPHi(z[i])zi

]
P

[
PPH (0) +

r∑
i=1

PPHi(z[i])zi

]�}

6 tr[ PPH (0)P PPH�(0)] +
r∑
i=1

tr{[2 PPH (0) + r PPHi(z[i])zi]P PPH�
i (z[i])}zi (20)

and

1
2

n∑
i=1

tr

{
@2(,iz2i )
@z2[i]

[+�1; : : : ; +
�
i ]
�[+�1; : : : ; +

�
i ]

}
=

1
2

n∑
i=1

tr






@2,i
@z2[i−1]

z2i 2
@,i
@z[i−1]

zi

2
(

@,i
@z[i−1]

)�
zi 2,i





+1

...

+i





+1

...

+i



�

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=
1
2

n∑
i=1

tr






@2,i
@z2[i−1]

zi 2
@,i
@z[i−1]

2
(

@,i
@z[i−1]

)�
0





+1

...

+i





+1

...

+i



�
 zi

+
n∑
i=1

,i


 P+i(0) +

i−1∑
j=1

P+ij(z[j])zj + P+ii(z[i])zi




 P+i(0) +

i−1∑
j=1

P+ij(z[j])zj + P+ii(z[i])zi



�

6
1
2

n∑
i=1

tr






@2,i
@z2[i−1]

zi 2
@,i
@z[i−1]

2
(

@,i
@z[i−1]

)�
0





+1

...

+i





+1

...

+i



�
 zi + 3

n∑
i=1

,i‖ P+ii(z[i])‖2z2i

+3
n∑
i=1

,i‖ P+i(0)‖2 + 3
n∑
i=1

i,i
i−1∑
j=1

,−1
j ‖ P+ij‖2,jz2j : (21)

By substituting (20) and (21) into (19) we have

LV 6−‖x̃[r+1; n]‖2 + tr
{

PPH (0)P PPH�(0)
}
+

r∑
i=1

tr
{[

2 PPH (0) + r PPHi(z[i])zi
]
P PPH�

i (z[i])
}
zi

+2
n∑
i=1

,i(zi+1 + *i + �i)zi +
n∑
i=2

i−1∑
j=1

@,i
@zj

(zj+1 + *j + �j)z2i +
1
2�1

n∑
i=r

M 2
i z

2
i

+
(n− r + 1)�1

2
(x̃r+1)2 +

1
2

n∑
i=1

tr






@2,i
@z2[i−1]

zi 2
@,i
@z[i−1]

2
(

@,i
@z[i−1]

)�
0





+1

...

+i





+1

...

+i



�
 zi

+3
n∑
i=1

,i‖ P+ii(z[i])‖2z2i + 3
n∑
i=1

,i‖ P+i(0)‖2 + 3
n∑
i=1

i,i
i−1∑
j=1

,−1
j ‖ P+ij‖2,jz2j ; (22)

where we have used

Mix̃r+1zi6
1
2�1

M 2
i z

2
i +

�1
2
(x̃r+1)2; i = r; : : : ; n and ∀�1¿ 0:

Choose the weighted functions as

,i =
/i

1 + ‖ P+i(0)‖2 +
∑i−1

j=1 ,
−1
j ‖ P+ij‖2

; 16 i6 n;
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where /i (i = 1; : : : ; n) are positive constants to be speciJed. Then from (22) it follows that

LV 6− Pc1‖x̃[r+1; n]‖2 −
n∑
i=1

0i,iz2i

+2
n∑
i=1

,i

[
*i − P*i(X[i]) + P*i(0)

√
,i(0)

,i(z[i−1])|z[i−1]=#i−1(X[i−1])

]
zi + c2; (23)

where

Pc1 = 1− (n− r + 1)�1
2

; (24)

0i = 1i − 3
n∑

j=i+1

j/j − 1
�2i
; i = 1; : : : ; n− 1 and 0n = 1n − 1

�2n
; (25)

P*1 =
{
−�1 − 11z1

2
− 3

2‖ P+11(z1)‖2z1 − z1
2,1

tr{[2 PPH (0) + r PPH 1(z1)z1]P PPH�
1(z1)}

}
z1=x1

;

P*i =


−�i − 1izi

2
− ,i−1

2,i
zi−1 − zi

2,i
tr{[2 PPH (0) + r PPHi(z[i])zi]P PPH�

i (z[i])}

− 1
4,i

tr






@2,i
@z2[i−1]

zi 2
@,i
@z[i−1]

2
(

@,i
@z[i−1]

)�
0





+1

...

+i





+1

...

+i



�


− zi
2,i

i−1∑
j=1

@,i
@zj

(zj+1 + *j + �j)− 3zi
2
‖ P+ii(z[i])‖2



z[i]=#i(X[i])

; i = 2; : : : ; r − 1;

P*r =


−�r − 1rzr

2
− ,r−1

2,r
zr−1 − zr

2,r
tr{[2 PPH (0) + r PPHr(z[r])zr]P PPH�

r(z[r])} −
zr

4,r�1
M 2
r

− 1
4,r

tr






@2,r
@z2[r−1]

zr 2
@,r
@z[r−1]

2
(

@,r
@z[r−1]

)�
0





+1

...

+r





+1

...

+r



�


− zr
2,r

r−1∑
j=1

@,r
@zj

(zj+1 + *j + �j)− 3zr
2
‖ P+rr(z[r])‖2



z[r]=#r(X[r])

;
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P*i =


−�i − 1izi

2
− ,i−1

2,i
zi−1 − zi

4,i�1
M 2
i − 3zi

2
‖ P+ii(z[i])‖2

− 1
4,i

tr






@2,i
@z2[i−1]

zi 2
@,i
@z[i−1]

2
(

@,i
@z[i−1]

)�
0





+1

...

+i





+1

...

+i



�


− zi
2,i

i−1∑
j=1

@,i
@zj

(zj+1 + *j + �j)



z[i]=#i(X[i])

; i = r + 1; : : : ; n;

c2 = tr{ PPH (0)P PPH�(0)}+
n∑
i=1

/i(3 + �2i P*2i (0)): (26)

Here 1i (i = 1; : : : ; n) and �2i (i = 1; : : : ; n) are positive constants to be speciJed.
In (23)–(26) we have used the following inequality:

2
n∑
i=1

,i P*i(0)zi

√
,i(0)

,i(z[i−1])
6

n∑
i=1

[
,i
�2i
z2i + ,i(0)�2i( P*i(0))2

]

6
n∑
i=1

[
,i
�2i
z2i + /i�2i( P*i(0))2

]
:

If we take *1, : : :, *n as

*i(X[i]) = P*i(X[i])− P*i(0)

√
,i(0)

,i(z[i−1])|z[i−1]=#i−1(X[i−1])
(27)

and set

u= *n; (28)

then from (23) it follows that

LV 6− Pc1‖x̃[r+1; n]‖2 −
n∑
i=1

0i,iz2i + c2: (29)

From the above design procedure we see that the key point is how to choose the positive parameters �1,
/i, �2i and 1i (i = 1, : : :, n) such that

Pc1¿ 0; c2¿ 0; 01¿ 0; : : : ; 0n ¿ 0: (30)

The following lemma tells us a method specifying these parameters.

Lemma 1. For any given positive constants /i and �2i (i=1; : : : ; n), if 0¡�1¡ 2=(n− r+1), 1n¿ 1=�2n and
1i ¿ 3

∑n
j=i+1 j/j + 1=�2i (i = 1; : : : ; n− 1), then the inequalities in (30) hold.

Proof. The result comes directly from (24) to (26) and conditions 0¡�1¡ 2=(n−r+1), /i ¿ 0 (i=1; : : : ; n),
�2i ¿ 0 (i = 1; : : : ; n), 1n¿ 1=�2n and 1i ¿ 3

∑n
j=i+1 j/j + 1=�2i (i = 1; : : : ; n− 1).

We now summarize the main result of this paper in the following theorem.
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Theorem 2. Consider the nonlinear stochastic system (4). Suppose Assumptions A.1–A.3 hold. Then a
reduced-order observer-based feedback controller can be constructively designed so that the closed-loop
system admits an almost surely P unique solution on [0; ∞), and is bounded in probability. Besides, when
’(0) = 0, the closed-loop system is asymptotically stable in the large.

Proof. Actually, we can design control by (27) and (28). In this case, we have

LV 6− c1V + c2; (31)

where c1 = min( Pc13−1
max(P); 01; : : : ; 0n). Note that V is positive deJnite, radially unbounded and twice contin-

uously diIerentiable function in terms of states of the closed-loop system, then by Theorem 1 we conclude
that there exists an almost surely P unique solution on [0; ∞) to the closed-loop system, and the solution
process is bounded in probability.
If ’(0) = 0, then we have PPH (0) = 0, P+i(0) = 0 and P*i(0) = 0. This leads to c2 = 0 and

LV 6− c1V;

which together with Theorem 1 implies that the zero solution of the closed-loop system is asymptotically
stable in the large.

Remark 2. Clearly, from (27) we know that the virtual control laws *i(i = 1; : : : ; n − 1) and actual control
law u= *n preserve the equilibrium point of the open-loop nonlinear system.
Roughly speaking, the smaller the parameters /i and �2i (i = 1; : : : ; n) are, the smaller c2 is. This together

with (31) tells us that if we want to get a small static upper bounded for the states of the closed-loop systems,
then we should take small /i and �2i (i = 1; : : : ; n).

5. An example

We now give an example to illustrate the design method proposed above.
Consider the following two-dimension stochastic nonlinear system:

dx1 = x2 dt + x21 dt + x1 dw;

dx2 = u dt + x21 dt + x1 dw; y = x1;

where w is a scalar Brownian motion satisfying Assumption A1.
In this case, n= 2, r = 1, A1 = 0, B1 = 1, C1 = 1, D = A1 − GB1C�1 =−g, and the estimate of x2 is given

by x̂2 , $+ gx1, where $ is generated by

$̇=−g$+ u+ x21 − gx21 − g2x1:

Here G = g is a design parameter.
Following the design method described above, take

z1 = x1; ,1 = /1;

*1(x1) =−x21 −
11x1
2

− 3x1
2

− x1
,1

(1− g)2

2g
x31 =−x21 −

(3 + 11)x1
2

− (1− g)2

2g/1
x41 ;

z2 = $− *1(x1);
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,2(z1) =
/2

1 + ,−1
1 |1− @*1=@x1|2

=
/2

1 + /−1
1 |1 + 2z1 + (3 + 11)=2 + 2(1− g)2=(g/1)z31 |2

;

*2(x1; $) =


−x21−g$−gx21−g2x1−

@*1
@x1

(x21 + $+gx1)− 12z2
2

−,1

,2
x1− z2

2,2

@,2

@z1
(z2 + *1+�1)

− 1
2
@2*1
@x21

x21 −
1

4,2
tr





@2,2

@z1

2

z2 2
@,2

@z1

2
@,2

@z1
0






x1

x1 − @*1
@x1

x1






x1

x1 − @*1
@x1

x1



�




z1=x1 ; z2=$−*1(x1)

;

where 11, 12, /1 and /2 are design parameters. Then by Theorem 2, under control u=*2(x1; $) the closed-loop
system is asymptotically stable in the large, provided that the design parameters are chosen such that g¿ 0,
/1¿ 0, /2¿ 0, 11¿ 6/2, 12¿ 0.

6. Concluding remarks

In this paper, we developed a new reduced-order observer-based backstepping design procedure, and pre-
sented an output-feedback stabilization controller for strict-feedback stochastic nonlinear systems. The con-
troller designed guarantees the closed-loop system asymptotically stable in the large when the nonlinearities
and stochastic disturbance equal zero at the equilibrium point of the open-loop system, and bounded in prob-
ability, otherwise. Besides, the controller preserves the equilibrium point of the nonlinear system.
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